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Abstract: The number of mobile subscriptions is steadily rising as mobile computing and 

wireless networking technologies progress at breakneck speed. For users of mobile devices, 

mobile cloud apps as well as services are in high demand as a result of this. Thus, mobile 

cloud computing presents a significant possibility for business and research (MCC). In the 

proposed research, we are using Mobile Cloud Computing dataset and deploying it as a 

BigData file on cloud using Databricks and performing feature selection, extraction, 

correlation, classification and clustering of DataCenter/Virtual Machine based on the Mobile 

Cloud Data. And all this process is happening at DataBricks Cloud Environment.  Machine 

learning algorithms, KNN and SVM are used for clustering and the better machine learning 

algorithm is considered. 

Keywords: Mobile Cloud Computing; KNN algorithm; SVM algorithm; Big Data; Feature 

selection; Feature extraction. 

 
 

1. Introduction 

Due to the rapid advancement of wireless technology, networking, and mobile computing, 

mobile subscriptions have recently increased significantly. Between 2011 and 2015, 

TechNavio forecasts that there will be an increase of 18.12 percent at a CAGR of the North 

American Enterprise Mobile Cloud Computing market. The increasing need for enterprise 

mobility is one of the major drivers of this expansion. This market is dominated by the likes 

of Amazon, IBM, Terremark Worldwide, and Salesforce.com, to name a few. 

For mobile users, cloud computing advancements give substantial advantages as cloud 

infrastructure and platforms enable nearly unlimited processing capacity with scalability and 

resource sharing capabilities. Many of the current restrictions of mobile computing could be 

solved with this. These are just a few of the advantages of mobile cloud computing. [3]. 

Cloud-based services can handle the most demanding workloads and massive amounts of 

data, allowing mobile devices to use less processing power and storage space. 

We can now build more sophisticated mobile applications than ever before since mobile 

devices have access to a powerful cloud. 

There are many ways in which mobile clients might reduce energy consumption without 

sacrificing performance, such as offloading resource-intensive activity to the cloud. 

Using thin mobile clients and a cloud platform, it is possible to design smaller, more efficient 

mobile devices that outperform their bigger, more powerful equivalents in terms of 

performance. As a result, mobile clients can be "dumbed down" to merely manage user 

interaction, with the rest of the application's data and work being transferred to the cloud. 

MCC (Mobile Cloud Computing) is a paradigm that aims to take use of cloud computing's 

advantages and adapt them to the mobile area, only utilising the cloud where the benefits 

outweigh the costs (i.e. when it  lessens resource utilisation, improves performance,or offers 

resilience). 
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Mobile cloud computing would produce by 2016 45 billion dollars in revenue, according to 

the latest Visiongain research. There are several commercial prospects and research needs for 

mobile cloud computing as a result of this strong corporate market trend. 

 Multimedia search, sensor data applications, crowd computing, natural language processing, 

image processing,and social networking are some of the applications for which mobile clouds 

are in demand. 

 

2. Related Works 

There have been a slew of papers released recently discussing various aspects of cloud 

computing for mobile devices. In [20], for example, L. Zhong, B. Wang, and H. Wei from the 

perspective of mobile internet discussed mobile cloud computing. Mobile cloud computing 

has a set of six primary qualities. As a starting point, they are as follows: 1) overcome the  

limitations of terminal hardware 2) provide easy access to data 3) utilise intelligent load 

distribution and optimization, 4) improve the efficiency of task processing 5, eliminate 

regional restrictions and finally, 6) break through terminal hardware limitations. A 

comparison of existing mobile cloud computing models is also presented in [34]. 

In [19], Han Qi and Abdullah Gani use an integrated vision of cloud computing and mobile 

computing to describe mobile cloud computing. Among the mobile cloud infrastructures and 

architectures they looked at were Hyrax Infrastructure, Cloudlet and AlfredO Architecture. 

It's worth noting that they also highlight MCC's shortcomings in three ways: Mobile device 

restrictions, communication quality, and application service division are all factors that must 

be considered. It also discusses several open research questions in task division, data delivery, 

and service provision.[19] observes early developments in mobile media services cloud, 

which deliver applications and MC to more mobile subscribers than simply smartphone users. 

In addition, they point up several obstacles in MCC from three perspectives: constraints of 

mobile devices, communication quality, and division of application services. In addition, the 

article discusses various unresolved challenges in data delivery, work division, and service 

provision that need to be addressed. 

Cloud mobile media services are examined by S. Dey in [18] in terms of their early trends, 

growth, and benefits. In addition, he considers the effects and issues of privacy, energy 

consumption, cloud user experience, user and system reaction time, as well as cost and 

scalability. He investigates these issues and more in depth in his paper.In addition, the study 

discusses a number of relevant research avenues for cloud mobile media solutions. 

Cloud computing may be integrated into the mobile environment using MCC, which solves 

performance issues is shown in a study by Hoang T. Dinh et al. [23]. (e.g.  battery life, 

storage capacity, bandwidth) as well as environment, security (i.e. privacy, and reliability). 

 

3. Mobile Cloud Computing  
Many definitions of MCC are available, such as "a rich mobile computing system that uses 

unified elastic resources of diverse clouds and network technologies toward unconstrained 

functionality, storage, and mobility," for example. The pay-as-you-use principle [1] allows it 

to serve a large number of mobile devices across Ethernet or the Internet at any time and in 

any location. 

According to the MCC forum, Mobile cloud computing, is simply an architecture in which 

data storage and processing take place externally to the mobile device. 

(http://www.mobilecloudcomputngforum.com/). By moving processing and to the cloud, data 

storage from mobile phones, MC applications as well as services are now available to many 

more mobile subscribers than just those with smartphones. 
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Figure 1: Concept of Mobile Computing 

 

 

 

 

 

4. Results and Discussion 

In the proposed research, we are using Mobile Cloud Computing dataset (and deploying it as 

a BigData file on cloud[Databricks]) and performing feature selection, extraction, correlation, 

classification and clustering of DataCenter/Virtual Machine based on the Mobile Cloud Data. 

And all this process is happening at DataBricks Cloud Environment.   

 

4.1 Dataset used 

The dataset consists of the details of published journal papers. The dataset is uploaded as Big 

Data on Cloud. In this research DataBricks Cloud Environment is utilised. On the dataset 

feature selection and feature extraction are done. Count Vector Hashing is the method used 

for feature selection and feature extraction. Figure 1 gives the sample dataset. Figure 2 gives 

the Dataset after Count Vector Hashing Feature Selection/Extraction 
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Figure 2: Sample dataset 

 

 
Figure 3:Dataset after Count Vector Hashing Feature Selection/Extraction 

 

7 out of 11 features are turn out to be constant means the remaining 4 feature have no impact 

on out main output or the variance of those 4 features are not good enough to count as 

constant. After Correlation analysis 1 of the 7 feature turn out to be lowest corelated at all 

which will be dropped. Figure 4 represents the Correlation Matrix of Remaining Data. Figure 

5 represents the Current Working Dataset after all the Feature Selection/Extraction and 

Correlation check. Figure 6 represents the Dataset Description [mean/standard 

deviation/count/min /max/median etc.] 
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Figure 4: Correlation Matrix of Remaining Data 

 

 

 
Figure 5: Current Working Dataset after all the Feature Selection/Extraction and Correlation check 

 

 
 
 

 
Figure 6:: Dataset Description [mean/standard deviation/count/min /max/median etc.] 
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4.2 Machine Learning algorithms 

 

 

4.2.1 K-NN Algorithm 
This technique is an instance-based learning method that classifies items based on the k 

training examples that are the closest to each other in the resource space. 

 

4.2.2 SVM Algorithm 

Supervised Learning techniques like as SVM (Support Vector Machine) are commonly used 

to solve classification and regression problems. As a classifier problem solver, it is primarily 

used in Machine Learning. 

In the future, we will need to classify new data points more readily if we can locate the best 

line or decision boundary which can divide n-dimensional space into distinct classes. 

 

Next we train our Model with KNN and Check Confusion Matrix 
 

Table 1: Comparison of performance metrics of KNN and SVM algorithm 
 

Algorithm/ 

Performance 

metric 

Accuracy Precision Recall F1 Score 

KNN 0.82 0.78 0.62 0.91 

SVM 0.65 0.13 0.48 0.21 

 

 

 

KNN is Performing better in every aspect as compare to SVM so for our Regression and 

Clustering Process we will use KNN’s Prediction value for calculation. 

Performing Birch Clustering Method dividing Cloud Data(Cloud Hosts) into 7 

Clusters(Datacenters) so we can assign which cloud host/virtual machine belongs to which 

datacenter. Figure 7 gives the Performance of BIRCH with and without global clustering. 

 

 

 
 

Figure 7:Performance of BIRCH with and without global clustering 
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Figure 8: Predicted attacks using Linear regression 

 

 
Figure 9: ECC for SVRR predictions 

 

Figure 8 gives the predicted attacks using linear regression and Figure 9 gives the ECC for 

SVRR predictions after applying Linear Regression for SVM Predicted Data with our testing 

data. 

 
 

4.3 R2 Score Error 

 The statistic displays the variance percentage of the dependent variable, which is used to 

determine the independent variable. On a handy 0–100 percent scale, it assesses the strength 

of the association between the dependent variable and regression model. The R2 score, also 

known as the co-efficient of determination. It always has a score between 0 and 100 percent. 

The response variable with a 0% score has no variability around its mean. The trained strong 

𝑅2score demonstrates its effectiveness. The latter compensates for the number of variables in 

a forecasting model and can be obtained as: If the new updated features are useful to the 

forecasting model, the rise in additional features can lead to an increase in 𝑅2adjusted. 
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Table 2: R2 Score of SVM and KNN algorithms 

 KNN SVM 

R2 Score -0.05 -0.018 

 
 

 

5. Conclusion 

In the proposed research, we have used Mobile Cloud Computing dataset (and deploying it as 

a BigData file on cloud[Databricks]) and performing feature selection, extraction, correlation, 

classification and clustering of DataCenter/Virtual Machine based on the Mobile Cloud Data. 

And all this process is happening at DataBricks Cloud Environment.  Machine learning 

algorithms, KNN and SVM are used for clustering and the better machine learning algorithm 

is considered. As we can see from the results, Liner Regression’s Score is better then SVR 

that means Clustering using KNN is better as compare to SVM.  
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